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SUMMARY

A modular process that can efficiently solve large scale multidisciplinary problems using

massively parallel supercomputers is presented. The process integrates disciplines with

diverse physical characteristics by retaining the efficiency of individual disciplines.

Computational domain independence of individual disciplines is maintained using a meta

programming approach. The process integrates disciplines without affecting the

combined performance. Results are demonstrated for large scale aerospace problems on

several supercomputers. The super scalability and portability of the approach is

demonstrated on several parallel computers.

INTRODUCTION

During the last decade significant progress has been made in the area of supercomputing

using parallel computers and it has started making impact on major engineering fields

such as aerospace design. The aerospace community that was one of the main driving

forces behind the supercomputing technology using serialcomputers is again playing a

major role in adapting parallel computers for its ever increasing computational needs.

Because of the large effort required to restructure softwares, particularly in the area of

multidisciplinary applications using high-fidelity equations, there is a latency in using

parallel computers in day-to-day use for analysis and design of aerospace vehicles.. This
_ul.,wlwu._q.,_,u.._, topaper .... _ _""_'""_ .... _-_ leads _" _p_e_e._ a _c_._,.u,u_y u_,_ _.e para, el _.u._,_,'"""_,__ based ............ "'""

the real world aerospace applications.

Large scale multidisciplinary problems are common in engineering design.

They involve coupling of many high-fidelity single disciplines. For example,

aeroelasticity of large aerospace vehicles that involve strong coupling of fluids, structures.

and controls is an important element in the design process[i]. Fig. 1 illustrates a mission

critical instability that can occur for a typical space vehicle. The instability can occur

soon after the launch vehicle gets separated from the aircraft. The phenomenon was

dominated by complex flows coupled with structural motions. From the results presented

in Ref. 1 it can be concluded that low-fidelity software was not adequate to completely

understand the instability phenomenon which involved non-linear flows coupled with

structural motions.



Methodsto couplefluids and structuresby using low-fidelity methodssuchasthe linear
aerodynamicflow equations coupled with the modal structural equations are well
advanced.Although low-fidelity approachesarecomputati0nallylessintensiveandused
for preliminarydesign,theyarenot adequatefor theanalysisof asystemthatcan
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Fig, 1. illustration ofa mission critical aeroelastic instability.

experience complex flow/structure interactions. High-fidelity equations such as the
Euler/Navier-Stokes (ENS) for fluids directly coupled with finite elements (FE) for

structures are needed for accurate aeroelastic computations for which complex

fluid/structure interactions exist. Using these coupled methods, design quantities such as

structural stresses can be directly computed. Using high-fidelity equations involves

additional complexities from numerics such as higher-order terms. Therefore, the

coupling process is more elaborate when using high.fidelity methods than it is for
1 1 _"catcmaaons using linear methods. High-fidelity "-'"_'"'_° _,_ .....• ,,,_u,u,_ are computationa!ly _"_'"°_"_"

and need efficient algorithms that run on parallel computers. Fig. 2 illustrates the

increase in complexity when using high-fidelity approaches,
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computational fluid dynamics (CFD) using finite-difference approaches [2] and

computational structural dynamics (CSD) using finite-element methods (see chapter I of

ref. 3). These single disciplinemethods are efficiently implemented on parallel

computers. For aerospace vehicles, structures are dominated by internal discontinuous

members such as spars, fibs, panels, and bulkheads. The finite-element (FE) method,

which is fundamentally based on discretization along physical boundaries of different

stmctural components, has proven to be computationally efficient for solving aerospace

structures problems. The external aerodynamics of aerospace vehicles is dominated by
field discontinuities such as shock waves and flow separations. Finite-difference (FD)

computational methods have proven to be efficient for solving such flow problems.
Parallel methods that can solve multidiscipline problems are still under development.

Currently there are several multidiscpline parallel codes that solve a monolithic system of

equations using unstructured grids[4] mostly modeling Euler flow equations. This single

computational domain approach has been in use for several years for solving fluid-

structural interaction problems[5]. There were several attempts to soive fluid-structural



interactionproblemsusingasingleFEcomputationaldomain(seeChapter20of Ref. 5).
While usingthesingledomainapproach,themain bottleneckarosefrom ill-conditioned

Fig. 2. Increasein simulationcomplexitiesin physics/geometryof aerospacevehicles.
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properties. The drop in the convergence rate from the rigid case to the flexible case in

Ref. 6 indicates the weakness of the single domain approach. As a reSult, a sub-domain

approach is needed where fluids and structures are solved in separate domains and

solutions are combined through boundary conditions.

This paper presents an efficient alternative to the monolithic approach. The approach in

this work is based on a domainindependent approach that is suitable for massively

parallel systems. Fluids and structures disciplines are interfaced through discipline-
independent wrappers.

DOMAIN DECOMPOSITION APPROACH

A method highly suited for state-of-the-art parallel supercomputers is presented in this

paper. When simulating aeroelasticity with coupled procedures, it is common to deal with

fluid _nl]nHnn_ in nn F.1]lo.rinn referenr.e system and ._tmctura! ..... : • "..... •_.............................. cquauons in a _agranglan
system. The structural system is physically much stiffer than the fluid system, and the

numerical matrices associated with structures are orders of magnitude stiffer than those



associatedwith fluids. Therefore,it is numericallyinefficient or evenimpossibleto solve
bothsystemsusinga singlenumericalscheme(seesectiononSub-Structuresin ref. 5).

GuruswamyandYang [7] presentedanumericalapproachto soIvethisproblemfor two-
dimensionalairfoils by independentlymodelingfluids usingtheFD-basedtransonic

.._- . .

small- perturbation (TSP) equations and struCtures using FE equations. The solutions

were coupled only at the boundary interfaces between fluids and structures. The coupling

of solutions at boundaries can be done either explicitly or implicitly. This domain-

decomposition approach .allow s one to take full advantage of state-of-the-art numerical

procedures for individualdisciplines. This coupling procedure has been extended to

three-dimensional problems and incorporated in several advanced serial aeroelastic codes

such as ENSAERO [8,9] that Uses the Euler/Navier-Stokes equations for fluids and

modal equations for structures. The main emphasis in this paper is to further develop

theses methods for parallel computers using a highly portable and modular approach.

PARALLELIZATION EFFORT
• :.., _...

- <.

Though significant progress has takenplace in high-fidelity single discipline codes such

as NASTRAN [10] for structures and OVERFLOW[ll]for fluids, the effort to combine

these single discipline codes into a multidisciplinecode or process is still in progress.

Several attempts have been made to expand single discipline codes to multi discipline

codes such as ENSAERO.... [9], ENS3DE [12], STARS [13] etc.. These codes are tightly

dependent on pre-selected individualldisciplines. Due to rapid progress that may take

place in individual disciplines, freedom is needed to replace individual modules with

improved ones. This requires a different approach than traditional code development.

One of the major drawbacks of using codes with high-fide!ity methods is the need for

large requirements of computer resources, both in memory and speed. The start of the

parallel computer technology initiated new ways of solving individual disciplines with

scalable performance on multiple processors. The use of the computer industry standard

_v._._,_,_ Passing T,,,_,4o_.,_ (MP!)[14] uti!ity led to successful pndallel so!ution procedure.

In order to couple different discipline domains, communication between domains is

accomplished through an interface at the end of each time step. This is achieved by

creating inter-disciplinary communicator using an MPI application programming

interface (API) called mpi_intercomm_create[15]. For aeroelastic computations that

involves fluids and structural domains, the aerodynamic loads are converted into the

structural loads through the fluid-structural interface. Furthermore, the structural

deformation is passed to the fluid domain through the interface. Then, the surface grid is

deformed according to the structural deformation. In addition, control surface deflection

computed in a controls domain is superimposed on the deformed surface grid.

The overall communication design is shown in Fig. 3. In using the MPI library, a

communicator is used to identify a group of processors where a processor can

communicate with others within the same group. Each group is represented by a box

defined by dashed lines as shown in Fig. 3 In this case, ,owever, only one processor is

assigned to each group for a single coupled analysis. All the allocated processors have a



commoncommunicatorcalledmpi_comm,world asshownin Fig. 3. The MPIAPI,
mpi_comm_create,createsadistinctcommunicator,denotedasmpirun_app_comfor
eachgroupof computationalprocessorswhenit loadstheexecutableprogramonto the
processors.Usingthempimn_app_comcommunicator,anyprocessorcancommunicate
with otherswithin agroup.CommunicationsarealsodefinedusingtheMPIAPI
mpi_intercomm_createto communicatebetweendifferentdisciplinemodulesor different
groups.They aredenotedby solidanddashedlines with arrows,respectively.

Furthermore,the MPI library has the functionality to createa new communicatorfor a
subsetof the allocatedprocessors.Communicatorsfor eachdisciplinearedefinedsothat
collective operations can be accomplishedwithin a discipline module. Once a
communicatorfor each discipline is defined, it is quite convenientto do a collective
o _erationwithin a discipline,suchascomputinglift anddragcoefficients.The
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Fig, 3. Data communication design for multizonal applications on parallel computers.

communication design shown in Fig. 3 only explains the coupling of three different

computational modules, e.g. fluids, structures, and controls. However, if needed,

additional modules can be easily added to the process.



The communicationdesign for a singlecoupled analysiscan be further extendedto
performmultipleanalysesconcurrently.Figure4 showstheextensionof tile

mpi_comm_world

.Rank(N-

Rank(0)

o _"_ zone 
| mp_ru_ app.-o_m !
I i

, 2cO j

....
!

i

J comm case

[ mpirun app oom i

!
i mpirun_app_com- ! .,

, 1cO ,

Fluids domain
comm F

Controls domain
comm C

Rank(N-
' t *__2_h_ _', *'_ I

i.[i I mplrun-app-°°m I / | I

I I mpTrun_-app-_o_ m ,
I
i i

, J

Structures domain
comm S

inter-discipline communication
inter-zone communication

l"il,lol' - I i ") _ global prooessorl Ioc_il
___ f _ok I node , _ao,:,

....

Fig. 4. Multilevel communication among fluids, structural and controls domains.

communication design for concurrent multiple analyses. In contrast to a single coupled

analysis, several processors are assigned to each group. In this figure, each group has N

processors, which is the number of different cases running concurrently. They are locally

ranked from zero to N-1 within a group. In the first run, the initialization data within a

group is distributed from the leading processor o£ each group through a broadcast call

using mpirun_com communicator. This makes it easy to distribute initial input data

within a group. Once the initial data distribution is completed, each processor of a group

will participate in a different analysis. For example, if N cases with different initial angles

of attack are concurrently executed, each processor within a group has the same grid data

of a zone but computes solutions for the different flow conditions. Within the flow

domain, after solving the flow equations at every time step, each zone needs to exchange

_,,-,_l l_ncl_r_r cl_f_ _x_ith n_nco.nt znne_ to "_ .u_uvance to me next ste_. For this _""-'-_'se,
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Fig. 5. Typical fluid structures communication on a parallel computer.

data communication is limited only among computational processors with the same local

rank. In this communication strategy, each processor can distinguish itself from other

processors assigned to different cases. Therefore, each processor having different local

rank can participate in different simulations. For multiple multidisciplinary simulations,

the same communication _strategy, is ....applied for data exchange among the discipline

domains. Further detail s:gf this_prdcess are described in Ref. 16. This high-fidelity

multidisciplinary analysis process alongwith software which includes solution modules

and MPI/MPIAPI library calls is referred to as HiMAP. • "

.... :_)_:, ::_:. : -.
..

A typical fluid structure communication is illustrated in Fig. 5 for an aerospace vehicle

In this case, 16 and 8 processors are assigned.to fluids and structures, respectively, The
shaded areas show active communication and blank areas show no communication.

Active communication takes place where fluid zones are in contact with structural zones.

LOAD BALANCING

Efficient methods to solve fluids andstructures commonly use a domain decomposition

approach based on zonal or block grids[2]. Each zone may contain a CFD or CSM

(Computational Structural Dynamics) grid specific ford component of the full

configuration. To efficiently solve complex configurations with large number of varying

size grid blocks, a robust load balancing approach is needed. Load balancing can be
achieved as follows.

In this work load balancing is achieved by a zone-coalescing and partitioning approach.

This parallelization approach achieves the goal of load-balanced execution provided that



thereareenoughprocessorsavailableto handlethetotal numberof zones. One-to-one
assignmentof zonesto processorsdoesnotguaranteeanefficientuseof theparallel
system.Theprocessorsmightbeworkingwith lessthantheoptimalcomputationalload
andperformingalot of expensiveinter-processorcommunications,andhencebedata-
starved.Both problemsarealleviatedbyintroducing azone-coalescingandsplitting
capabilityto theparallelizationscheme.In zonecoalescing,anumberof zonesare
assignedto a singleprocessorsresultingin economyin numberof the computational
resourcesandalsoamore favorablecommunications-to-computationsratio during the
execution.This methodwasfirst triedfor simpleconfigurations[17]andits general
capabilityis shownin Fig. 6. Figureillustratesthat asinglezonecanbesplit into several
sub-zonesor severalsub-zonescanbemergedinto asinglesuper-zonedependingon the
memoryavailableperprocessor.

In orderto obtainmaximumperformancetheaboveloadbalancingschemeis further
developed.In thisschemewhich is developedfor complexconfigurationsthatinvolve
gridswith largebandwidth, afurtherextensionof thezonecoalescing-splittingapproach
is implemented.

• 'inJ_ - pml.+ Pm'_II+i|z_iOmL

Fig. 6. Zone(Domain) coalescing-partitioning approach.

A number of zones will be assigned to each processor depending on its memory size. For

example, it is found that a SGI Origin3000 processor can handle a maximum grid size of

500K pts for computations using CFD codes such as ENSAERO. The assignment of a

zone to processor is started from small Zones and progress towards larger zones. In this

process any zone that is larger than the maximum size is partitioned. The load balancing

scheme used is illustrated in Fig. 7.

8
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LARGE SCALE APPLICATIONS

The method presented here is suitable for large scale multidisciplinary analysis. It has
been tested using the Euler/Navier-Stokes based flow solver modules such as

ENSAERO[9], USM3D[18] and finite element based structures modules such as

NASTRAN[10,19]. The method has been demonstrated for !__rge sca!e aeroe!astic

applications that required 16 million fluid grid points and 20,000 structural finite

elements. Cases have been demonstrated using up to 228 processors on IBM SP2 and 256
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Figure 9illustratestheresultsof applyingtheload,balancingschemeto themulti-block
grid systemshownin Fig 8. The dashedline showsaplot of grid sizeagainstthe block
number.Thesolid line showstheplot of modifiedgrid sizeagainsttheregroupedblocks.
Thenumberof blocksis reducedfrom 34 to 28.Theratioof theminimum to maximum
block sizeincreasedfrom 7%to 81%. Thusamaximumfactorof increasein efficiency
perprocessorequalto 11.6canbeachieved.An efficiency factorE- 1.60canbe
computedasaratio of (averagegrid sizeperprocessorx numberof processors)to
(averagegrid sizeperblock x numberof blocks).

ParallelcomputationsweremadeonSGI's Origin 2000computer.Fig. 10showsoneof
the5 structuralmodesfrom thefinite elementcomputationsof atransportaircraft.Each
modewasrepresentedby 2100degreesof freedom.One02000processorwasassigned
to themodaldata.Solutionsfrom HiMAP wereobtainedusinganENSAEROmodule[9]
alongwith parallelaMBMG (MultiBlock Moving Grid) [20] moving grid module.A
typical aeroelasticsolution is showninFig. 11.Thecolorsrepresentpressurecoefficients
map.Thestability andconvergenceoftheGO3D[21] upwindalgorithm in ENSAERO
modulewasnot affectedby re-distributionof patchedgridsto differentprocessors

..... ....7..:.

"::' .- • . " .

. .,-- .::.

Fig. 10. Typical structural twist rhode of an aircraft. (black = original, green-: ....deformed)
-) i .....
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Fig. 11. Pressure coefficient map of a deformed aircraft.
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In largescaleaerospaceproblems,grid topologiesof theconfigurationsare
predeterminedbasedondesignneeds,Grid sizeandnumberof bl0cksaredirectlyrelated
to thecomplexityof configurationandfidelity of equationssolved. Quiteoften,parallel
efficiency canbeaddressedonly afterthegrids aredesigned.Theprocedurepresented
herewill helpfor costeffectivecomputations.

Someof theresultsfrom applyingmethodsdevelopedhereto severallargeaerospace
problemsaresummarizedin Fig. 12.Thecomplexityof theproblemsincreases
significantly from asimplewing-bodymodelto full configurationasshownby increase
in grid sizeandnumberof blocks.Thepresentapproachshowsabetterimprovementin
efficiencyfactorE asthe complexityOftheconfigurationincreases.

.... i

I

1

8 TOTAL GRID POINTS

MILLIONS.

i BLOCKS IN 10s

D EFFICIENCY

_ FACTOR(E)

777 SST LiOii UCAV

Fig. 12. Parallel efficiency factor for different complexity configurations.
_..

PORTABILITY AND PERFORMANCE
•

. .

The process developed here is successfully ported to massively parallel processor (MPP)

platforms of SGI, SUN and IBM. The optimized flow solver performs at a rate of 120

12



MFLOPS per processor on Origin 3000 MPP platform. The supermodular capability of

HiMAP is demonstrated by plugging in the USM3D unstructured grid solver in place of

the patched structured-grid solver and computing aeroelastic responses with minimal

effort [18]. In Ref. 18 portability of this software to workstation cluster is also

demonstrated. HiMAP can also be used for uncoupled aeroelastic analysis which is

embarrassingly parallel [22]. A summary of results on different parallel computer

systems is shown in Fig. 13. Almost linear scalability in performance of 3-level parallel

HiMAP process was demonstrated on a 256 node IBM SP2 MPP System [23]. Recently

the performance and portability of HiMAP is further improved for shared memory

configurations by implementing Open_MP communication [24].

PORTABILITY AND PERFORMANCE oF HiMAP

Coarse Grain Parailelization

Wing-Body Configuration

51 0.0130 total grid points

Navier-Stokes ¢omputatJion using GO3D

Parameters: M=O_IS. Re=9.SxlO_ ==7.93 °

Lower number is better

S G ! O r_g i'n 2O00 (250 M Hz)

"_ISun HPC6000 (:2136MHz)

IBM SP2 (135MHz)

N: m __1 m
2 4 B 16

Number of ¢PLI5

Fig. 14. Demonstration of Portability and Scalability

CONCLUSIONS

An efficient parallel process needed for computationally intensive analysis and design of

aerospace vehicles is presented. The process can simulate aeroelasticity of aerospace

vehicles using high-fidelity equations such as the Navier-Stokes equations for flows and

finite-elements for structures The process is suitable for both tightly coupled and

uncoupled analyses. The process is designed to execute on massively parallel processors

(MPP) and work-station clusters based on a multiple-instruction, multiple-data (MIMD)

architecture. The fluids discipline is parallelized using a zonal approach while the

structures discipline is parallelized using the sub-structures concept. Provision is also

made to include controls domain. Computations of each discipline are spread across

processors using computer standard message passing interface (MPI) for inter processor

communications. MPI based Application Program Interface(API) is developed to run

disciplines in parallel. In addition to inter and intra discipline parallelizations, an

embarrassingly parallel capability to run multiple parameter cases is implemented using a
script system. The combined effect of three levels of parallelization is an almost linear

scaiabiiity for muitipie concurrent anaiyses that perform efficientiy on ]_v_P. Finally this

paper demonstrates a first-of-its-kind unique use of the latest parallel computer

13



technologyto the multidisciplinary analysisneededfor the designof large aerospace
vehicles.Thescalablemodularapproachdevelopedherecanbeextendedfor other fields
suchasbio-engineeringandcivil engineering.
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